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Introduction

Assessing the wine quality is a challenging
task due to the multifaceted na’rur’"é%.f{i’{_ﬁ_
this concept e i
Subjective evaluations and objective
features are mixed together in order to
get effective ranking of wines

It is important to identify _ the
fundamental attributes since they can
lead to significant improvements. in the

i production.precess | o




Introduction (contq)

N
e
Using a data mining technique, we insﬁet?, 5
quality of Italian red and white wines » =~ & =
which variables have a major impact on |‘r%

Since the data have a hierarchical s’rruc Ire

(wines grouped with respect to the grapes) we
use the CRAGGING

Extracting a S|mple model from the CRAGGTNG
we identify the “true path” towards_the quall'ry
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Regression Trees

One of the most famous data mining Techn_
Regression Trees
They partition the predictor space .

homogeneous subsets with respect :_.}':: |
dependent variable Y P
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Regression Trees (cont

Advantages

® Fast algorithm
® It can deal with every type of variable -, s}; L
® Tt provides good results also with - missing values™ 3

- correlated var.'.izg‘le,s
® Interpretability (if trees are small) <

'~I Disadvantages

® Non accurate predictor

& Instablll'ry - small changes in the da’rq_de-fénmmes big
changes-utéhaf'r‘t'sul'rs
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CRAGGING

@ Combining multiple versions of unstable classif
(e.g. trees) increases the accuracy of the pf"é&‘l‘ﬁh

@ P&C techniques (Perturbation & Combma’r'%é
perturb the training set to generate mul’rqﬁ%
predictors and combine these by averaging e e |

Bagging (Breiman, 1996) | :‘? |

Random Forests (Breiman, 2001)

3 Boosting (Freund and Schapire, 1996) -
CRAGGING

CRoss-validation AGGregatING-
s—(VeZZoli and Stone, 2007)




C RAGGINLG (cont'd)

divided in J groups each one composed by n; observations. Den .o e
with £1,2,....J} the set of groups and wu’rh X;i= (Xqji, X5 Xin )
the vector of predictors for i-th subject of group j. The $e’?}'l: is

randomly partitioned in V subsets denoted by 1, v = 1,...V eacEl:’one

containing J, groups.
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C RAGGINEEGF (cont'd)

Wines L
Alcamo DOC gr'OUPS 5 I:__'.-
3 Alcamo DOC ’ '
I.'| r ".} i
! Alcamo DOC i
_:I;avi Egzg l- | r A ;’::..
avi i F o
e P _.-_._,.--:_.,-

Gavi DOCG . ", - —— - b ——— -
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The corresponding
prediction in the test

set L,is
Wines Yiiar
Alcamo DOC 50.2
Alcamo DOC 40.3
Alcamo DOC 25.6
Gavi DOCG 60.4 L
Gavi DOCG 51.6

Cost-complexity:

parameter
et

7




Wines S‘/ji arl in al
Alcamo DOC 50.2 60.5
Alcamo DOC 40.3 56.8
Alcamo DOC 25.6 457
Gavi DOCG 60.4 53.7
Gavi DOCG  Jliifipe=ly — 0.2

Gavi DOCG

The following criterion is used 0
improve the accur'acy of the ‘:F,h -

Zyjl a[

prediction

yji)

V [DL

yji,a

o’

67.9

i

54.3

-

39.7

o s

64.8

54.9




C RAGGING (cont'd)

The procedure is repeated for different v,aclh ', 4"01‘
a and the algorithm chooses the optimal
parameter o*

:.I-'.-.
o B |
a*=arcminL(y;,¥;,) with jOL =120
.'f

where L() is a generic loss function. The entire
procedure is run M times in order to minimize the

generalization error, then averaging the results in
order to get The CRAGGING predictions:

ycrag‘ M _iZy_H o With - j[le7" 12,11]




Final Model

We fit a Final model using the average of B :
obtained in the first step in place of the origina
variable. s

data on the estimation process that affect both*
predictors and the dependent variable itself. In detail

® The results of the CRAGGING are combined with a smgle
% free: '_'- y

® The dependent variable Y is replaced wn’rh}{crag

@A single tree'is grown on 90% of the, observahons and
tested on the remaining 10%. The [FalT- ﬂsed like cost

comp-l-ae::l:y—pﬁrﬂhe’rer

The substitution of y with y mitigates the effects of %y
E
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Case study: Altroconsumo Wines

The analysis was carried on the dataset that Altrbco sumo
an Italian Independent Consumers' Association, uses. fo-r' its
guide (Guida Vini 2011). Each year, AITroconsumo choo?es
some red and white wines and evaluates their characteristics
(in almost all the cases they cost less than 15 €). n:i
We analyzed 231 red and white wines grouped m 49
clusters defined by the type of grapes used by pr'oduc:er's
We focused our attention on chemical and sensory
characteristics, since we expect these features could be the
major drivers of the wine quality.

We use the chemical and sensory variables as covariates and
a score of wine quality (attributed. by Al’rroconsumo) as
iresponse variable ..
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Chemical variables

#
aa .
Case study: Altroconsumo Wines (¢6

Alcoholic strength (A/cohol)
Residual sugar (Residual Sugar)

Reducer sugar (Reducer Sugar) 4 ';#;L
Total acidity (Acidity tof) -
Volatile acidity (Acidity vol) P2
Free/Total sulphur anhydrides (S0,) @ =

Total sulphur'lgnhydr'ides (50%_fof},e~ o

o8 F _.-_._,.--::_.,-'
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Sensory variables H
Exper'lenced judges express their vote about the senaer%i ari

registered using a O- 9 scale
@ Visual characteristics
Color saturation, Green reflection, Gold reflection,
reflection, Garnet reflection, Visual sparklingness, Att. éncy

@ Olfactory characteristics

Floral, Fruit, Vegetal, Spicy, Olfactory intensity, O/facfary
quality, Olfactory frankness, Perception, Harmony i
'@ Gustatory characteristics b

Structure, Harmony, Acidity, Bitterness, Sweet, Asmngency

Aromatic Richness 7
@ Intense Aromatic Persistence ,
Perszsfence Frankness Quali fy I




? . Attraency < 6.75

Result / N\

The Final Model could be used
as a tool to drive the quality
towards high scores

Aromatic_Righness = 6.25 Structurp < 7.25

Wines with highest score N .
o] = 3

have a pleasant aspect and Oi 144

agood flavour o @

Wines with lowest score do
not, have an attractive e e @
aspect, do not have' a
pleasant- flavour, and the
level of the total sulphur

:anhydridesis. very hiﬁh:.-.;

Harmonly < 6.25

56.64

Structure < 6.25 Spicy = 2.25
59.07 63.53

6527 6850
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